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An Investigation of the Accuracy of the Pearson Selectiocn Formulas

Melvin R. Novick and Dorothy T. Thayer
Introduction

The Pearson formulas for correcting correlation coefficients for restric-
tion of range are based on crucial assumptions of linearity of regression and
homoscedasticity of the error distributions. Some small studies, of which that
of Rydberg (1963) is the most comprehensive, have previously been undertaken to
determine the accuracy of these formulas. The general result found by Rydberg
and others previcusly is that for small or moderate degree of selection the
Pearson formulas are reasonsbly accurate but with some tendency to undercorrect.
The present study wes designed to investigate the accuracy of these formulas
both for moderate and for extreme degrees of selection and fo do so on many
different types of variables. The unique feature of the present study is the
very large sample sizes availaeble for each of the data sets. With sample sizes
"of approximately 20,000 cases it is possible to perform extreme selection and
still maintain relatively large sample sizes in the selected group. Thus in-
vestigations in these restricted subpopulations will not suffer from overly
erratic fluctuation because of small sample sizes. While it is too much to say
that in the case of extreme selection, we can treat the sample correlations within
any extreme selection group as the truve population correlation, still sampling
varistion should not appreciably distort our findings.

The central importance of a correction for restriction of range is apparent
on noting that when comparing two tests, for example, & new test and an old test,
as predictors of some criterion it is seldom possible to obtain criterion correla-

tions for the total applicant group. Almost always selection must continue on
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the basis of the old test and a valid comparison between tests cannot be made
unless an accurate correction for restriction of range is available. If a cor-
rection is not made the general tendency will be to show the old test in a very
unfavorable light, and thus to suggest the replacement of the old test with a
new test when in fact such action is completely unwarranted.

In the present paper we restrict ourselves entirely to the case in which
there exists a well defined explicit selection variable. Our purpose is to pin
down as accurately as possible the range in which the Pearson formulas are
acceptable both for explicit and incidental selection and to suggest other
methods for cases in which they are not. A major problem in the application of
range restriction corrections is the difficulty in isolating the actual selec-
tion variable. In most applications in which test scores are used for selection,
they are not used on an exclusive basis so that, in fact, many other variables
enter into selection. A popular way of "handling" this problem is to use a
miltivariate selection formulse bringing in data on many incidental selection
variables. The efficacy or even the logical justification for this approach has
never been demonstrated. Moreover it should be clear that such a technique can
be valid only to the extent that the simpler univeriate and bivariate explicit
and incidental selection formulas are valid when selection has, in fact, been
explicit. Thus we are thrust back to the fundamental tesk of evaluating the
simplest selection formulas. If we are to aspire to a personnel technology, as
opposed to a personnel alchemy, we must be sure that popular corrections really

do provide the needed corrections,
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Description of Deta Sets

Two major date sets were used in this study. The first of these was that_
used by Halpe?n to obtain norms for the Preliminary Scholastic Aptitude Test
(PSAT) end the Acedemic Interest Measures (AIM). Halpern's date consisted of
tesf scores on approximately 60,000 students in 180 schools. These students
had taken the PSAT, the AIM and had completed a student questionnaire., The
PSAT provided a verbal aptitude and a mathematical aptitudé score. The AIM provided
measures of interest in Biological Sciences, English, Fine Arts, Mathematics, Social
Sciences, Secretarial, Physical Sciences, Foreign Languages, Music, Engineering,
Home Economics, and Executive Occupations., Data from the student questionnaire
were not used in the present study. The PSAT-AIM data consisted of scores on
approximately 21,000 sophomores, 20,000 juniors and 18,000 seniors. It was

decided that for the present study we would limit ourselves to the juniors.

For this group data were available on 19,584 students. However data on many

students were incomplete. Therefore for convenience it was decided to base our

analysis only on those students who had complete scores on all PSAT and AIM

scales. Date on 17,001 such students were available. The PSAT-V score is

8 scale score based on responses to the 70 PSAT-V items. Similarly PSAT-Q
score gives a scaled score in the range 20-80 based on the marks on the 50
PSAT-Q items. Specifically, in each case the final score is obtained by
taking the number of correct responses, subtracting a percentage of incorrect
responses to get a formula score, and then linearly scaling into the interval
20-80. BEach of the 12 AIM scale scores is based on responses to 16 keyed
items of the AIM inventory. The reported scores are scaled so as to lie in

the range 0-32.
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I Distributions of Teat Scores

i Table 1 gives the spproximate means and standard deviations for the group

on each of the two PSAT scales and 12 ATM scales. Table 2 gives the univariate
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distributions of the PSAT-V and Q scores together with the percentage of the
population at each score level and the cumulative percentage to that level.

A cursory inspection of Table 2 indicates that both PSAT distributions are
positively skewed for this sample. This can be verified by noting that the co-
efficients of skewness of the distributions are .57 and .67 while a value of 0
would indicate a symmetric distribution. Since the mean of the PSAT-V scores
is far below the center of possible values and nearly 7% of the scores are at
the lowest attainable s:.ore, 20, it is clear that for the PSAT-V scale there
is in fact some floor effect. The fact that 2 score of 80 was not attained on
either scale ind-cates that no ceiling effect was present. On the whole then
the two tests were somewhat difficult for the populetion of examinees. The co-
efficients of kurtosis were also computed and found to be -.26 and -.27 indicat-
ing that each of the distributions was platykurtic.

Table 3 gives the disiributions of each of the AIM scales together with
the computed coefficients of skewness and kurtosis. It is clear that for the

o most part we do not have either symmetric or mesokurtic distributions. We find

for Home Economics, Secretarial, Foreign Lenguage, and Executive scales a definite

ceiling effect; thus,,there is a tendency towards negative skewness and substan-

tial platykurtosis.
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A primary interest of this study was to determine the degree of linearity
and homoscedasticity to be found typically among psychological variables. In
crder to conveniently investigate these aspects for the PSAT-Q and PSAT-V bi-
variate distribution it was decided to group the date into 2I smedl
class intervals on each of the variables. The resulting bivariate plot is

given in Table k4,

Table 5 gives the means and standard deviations for each variable when the

group is restricted to one of the class intervals on the second varisble. In

- em wms G " pap = oy Cvw e e e

meking the computations for this particular table, we have worked from the dats
in Table 4 and teken each person's score to lie at the midpoint of the class
interval in which he falls. While the resulting computations for this table
will have some degree of insccuracy this should not be great because of the
smallness of the class intervals. The obvious and important findings from this
table are that the two regression lines tend to be reasonably linear except in
the very extreme ranges but that the scedastic functions are not at all constant.
Thus apparently one of the necessary assumptions of the use of the Pearson for-
mulas is reasonebly well satisfied except for extreme selection while the second
assumption is not.

In order to facilitate processing of the PSAT data it was decided to further
group the data into class intervals on each of the V and Q scales so that as
nearly as possible each interval on each scale contains 10% of the population.
Table 6 gives a bivariate plot of the PSAT-V and Q scores grouped into these

class intervaels and the cumulative percentages for each class interval.
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Table 7 gives the means and standard deviations for each variable when

restricted subpopulations are defined by class intervals on the other variable.

A cursory inspection of this table makes clear the relative acceptability of the
linearity assumption and the complete unacceptability of the homoscedastic
assumption. We do not give bivariate plots of the AIM scales with the PSAT

scales since it is clear that there is a greater degree of nonnormality in the

AIM scales. Thus the assumptions of linearity and homoscedasticity are even
less likely to be satisfied.

The second date set used in this study was furnished by Dr. Milton H. Maier
of the United States Army Behavioral Science Research Laboratory. Data were
furnished on approximately 23,000 subjects; however, date on some subjects were
incomplete. Only those subjects with complete information were used giving us
22,172 subjects, Due to technical difficulties 40 cases were lost during pro-
cessing so that the majority of the results are reported for a total of 22,132
cases, Data on each subject consisted of 11 test scores on the Army Classifi-
cation Battery, 14 test scores on the Army Differential MOS Battery, the MOS
number of the training course to which the subject had been assigned and his
final grade in that course.

The Army Classification Battery consists of 11 scales. The names of these

scales and the number of items on which they are based are given in Table 8.
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Thirteen of the scales were taken from the Army Differential MOS Battery. The

names of these scales and the numbers of items on which each is based are given

in Table 9.

Table 10 gives the means and standard deviations of each of the ACB and

Differential MOS scales in the applicant group. Table 11 gives the bivariate

plot for ACB-V and ACB-A when the data bave been grouped into 15 class intervals

on each of the V and A scales. Table 12 gives the mean and standard deviation
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of the V and A scores when each of these variables has been restricted to one of
the class intervals on the other variable. For these data the homoscedasticily

assumption seems better satisfied than in the PSAT data. Coefficients of skew-

ness and kurtosis were computed for both the V and A scales. Coefficients of

skewness are -.14% and -.15 and the coefficients of kurtosis are -.36 and -.21.

Experimental Method

The first analysis used @he PSAT-AIM data. We performed explicit selection
on PSAT-V and assumed incidental selection on PSAT-Q and the 12 AIM variables.
The strategy employed was to actually select on PSAT-V veriable, determine the
relevent correlations in the restricted population using the Pearson formula to

correct for restriction of range and then to compare these adjusted velues with
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the actuel correlations in the applicant group. Initial computations then
involved determining means, standard deviations, and intercorrelations of the
variebles in the subpopulations defined by outselection on the left on PSAT-V
in the groups 20-21, 20-25, 20-28, 20-34%, 20-37, 20-41, 20-45, 20-51, and
20-56, In addition these computations were made for the applicant group,
PSAT-V score 20-80.

The corrected correlation matrices and standard deviations were calculated
assuming: there was explicit selection on varisble X, PSAT-V; the variance of
X, and the correlations and intercorrelstions are known for the selected group
and only the variance of X is availsble for the applicant group. The formulas
used are given below. In these formulas swall ietters refer to the selected

group, and capital letters refer to the applicant group.

;xysx

= 1
Ty jsz D22 4 R (v
p'd X Xy SX Xy
2
. sy[ vz ?zyrkz] I szX @)
Yz 2_ 22 2 _ 272 3 2
/[Sx " Sty t xysx)[ = STzt rxzs.x]
2
2 2 %
= - + —
Sy sng w + Ty 2 (3)
X

where RYZ and ryz are the correlations between two incidental selectiun
verisbles,

BXY s rxy and Yoy OFe the correlations of the explicit selection varisble
with an incidental selection variable,

SX and s, are the standard deviations of the explicit selection varisble, and

SY and sy are the standard deviations of the incidental selection variables.
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A similar procedure was used with the Army data. Explicit selection was
made on ACB-V called the X variable and incidental selection was assumed for
the other seven ACB variables. Again the analysis assumed that the correlations
and intercorrelations were known for the selected group and the variances of X
were available for both the selected and applicant groups.

Comparison of the corrected correlations from restricted population with
the values from the applicant group did not show the Pearson formulas in good
light particularly when selection was at all severe. This is documented in the
next section. 1In an attempt to discover a more generally useful correction,
particular attention was given to the scedastic functions. This was done
because it was found that the failure of this function to be constant was the
primary violation of assumptions exhibited by both sets of data, though more so
for PSAT date than the Army data. While several techniques were s%udied only
two showed any promise and only these techniques are reported on here. These
techniques involved discarding the assumption of constant error variance and
using the assumption that the error variances have a genqral linear form. At-
tempts were then made to estimate the parameters of this linear relationship
and thus to estimate the residual variance in the total population and to usc

this to obtain an improved correction for restriction of range.

Analysis of the PSAT-AIM Data

To evaluate the accuracy of the Pearson selection formulas with respect

to the PSAT-AIM data, explicit selection was performed on PSAT-V with wuccessive
percentages in the selected group being approximately 10, 20, 3C, 40, 50, 70, 80

and 90. The general pattern of results is illustrated in Table 13.
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The extrapolated correlations between PSAT-V and PSAT-Q are consistent
with previous findings. The correlstions (.36, .49, .58, .65, .73) in the suc-
cessive groups with increasing percentages of selection are extrapoiated to the
values (.66, .68, .71, .73, .75). Since the true total group correlation is
.75 this is certuinly a clear and meaningful improvement, though, as found in
previous studies, there is & tendency to undercorrect. Despite this substantial
correction, however, one can question whether the correction is really adequate.
Suppose PSAT-V is the standard predictor of PSAT-Q and suppose that in
current practice the selected group is 50% of the applicant group. Suppose
further that a new predictor is being proposed and that this new predictor has
a very low correlation with PSAT-V. (Actually this last assumption is most
unlikely to occur in practice. We would be most fortunate if it did.) Then
the restriction effect on the new predictor would be very small. In applications
such as this an increase of .05 in the correlation coefficient would be considered
a major advance, yet the Pearson extrapolated validity for the "old" test (PSAT-V)
is .O4 less than the actual total population value. Clearly in such a case there
can be little justification for having any faith in the analysis. To compound
the problem further one needs only note that for all other variables the typicel

result has been an overcorrection.

The fact that the correction works substantially less well with the AIM
scales is a clear reflection of the sensitivity of the correction formule
to the linearity and homoscedasticity assumptions. These scales are based
on fewer items than are the PSAT scales, therefore asymptotic normality and
hence linearity and homoscedasticity are much less evident.
It 1s also worth noting that there is a definite tendency for the correction

formulas to be more accurate when the correlation in the applicant population
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is substantial. When this correlation is near zero, the formulas seem
to be of elmost no value.

To evaluate the accuracy of the incidental selection formmla we studied the
correlations and extrspolated correlations between PSAT-Q and nine of the AIM

varisbles. The results of this analysis are given in Table 1k.

Analysis of the Army Date

To evaluate the accuracy of the Pearson selection formulas with respect
to the Army data explicit selection was performed on ACB-V with successive
percentages in the selected group being approximately 10, 20, ko, 60, 80 and
90. The general pattern of results obtained can again be illustrated by look-

ing at a few selected results given in Table 15.

The extrapolated correlastions between ACB-V and ACB-A, in this case, contra-
dict previous findings. The correlations (.16, .27, .38, .47, .55, .58) in the
successive groups with increasing percenteges of selection are extrapolated to
the values (.42, .60, 6%, .65, .65, .64). Since the applicant group correlation
is .60 this is again a clear and meaningful improvement. But in this case there
has been & nontrivial overcorrection of even greater magnitude then the undercor-
rection in the PSAT-AIM date and again the correction with respect to all other

variables has been an overcorrection.
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To evaluste the accuracy of the incidental selection formule we examined
Table 16 which'gives the correlations and extrapolated correlations between ACB-A

and six of the ACB scales. Here again the results were generally unsatisfactorv.

— s S s Cmp ampy - = = Gmw emb me oum

New Methods for Correcting Correlation Coefficients

Since the assumption of homoscedasticity of the error distribution does not
appear to be satisfied for either data set, we attempted to find a procedure
which would take into account the heteroscedasticity of errors. Using the lin-

earity of regression assumption we have the following

Syx
ny=r}w§}y{—s-; : )

The standard deviations of the explicit and incidental selection varisbles, Sy
‘and sy » in the selected group and the standard deviation of the explicit selec-
tion variable, SX » in the applicant group are known. The standard deviation
of the incidental selection variable, SY » in the applicant group has to be
estimated to correct the correlation coefficient, rXy s for restriction of
range. Two methods of estimating SY were abtempted.

New method 1 used the analysis of variance breakdown of total varience into

the sum of (1) average within-class variance and (ii) among-class varience.
2
o%(¥) = ele®(lx)) + o*(e(ulx)) . (5)

Thus, to estimate the variance of the incidental selection varisble in the

applicant group we had to estimate the expected value of the conditional
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variances and the variance of the conditional means. Specifically this meant
estimating 0'2(Y|x) and €(Y]x) for those values of x in the rejected group.
The applicant group was divided into a selected group and a rejected group
by selecting on an explicit selection variable. In the selected group, the
ccnditional means and veriances for the incidental selection variable were
kmown for a mumber of intervals. These conditional means and variances were
assumed to have a general linear form over these ordered intervals. By using
least squares a straight line was fitted to the known conditional means of the
incidental selection variasble. The least squares estimates of the slope and

intercept were used to obtain by extrapolsaticn an estimate of the conditional

'mea.n for the incidental selection variable in the rejected group. The same

procedure was used to estimate the conditional variance of the incidental selec-
tion variable in the rejected group. A weighted average of the known and esti-
mated conditional variances of the incidental selection varisble was used as a
pooled estimate of the average conditional variance. The weights used were the
number of persons in each class intervel. Thus, an estimate of the first term
in (5) was obtained.

The second term in (5) was estimated by using the relationship
o2le(x]x)) = ete(xlx))® - (e(@¥)® . (6)

An estimate for the average value of the incidental selection variable was cal-
culated by pooling the known and estimated conditional means of the incidental
selection varisble. A similar procedure was used to estimate the average value
of the squared conditional mean for the incidental selection variable. Hence,

by using (6) an estimate of the variance of the conditional means was obtained.
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The estimates of the averasge value of the conditional variance and the variance
of the conditionsl means were combined using (5) to obtain an estimate for the
total variance.

This procedure for estimating the total variance of the incidental selec-
tion variable was used for each selected group except the first group. By
using (4) the corrected correlation coefficients for each selected group were

obtained. Tables 17 and 18 give these corrected correlation coefficients.
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New method 2 assumed that the variances of the incidental selection
varigble in the selected groups had a generel linear form. A straight line
was fitted to the variances of the incidental selecticn varisble in the
selected groups by using least squares. The least squares estimates of the
slope and intercept were used to estimate the variance of the incidental selec-
tion variable in the applicant group. This procedure for estimating the vari-
ance of the incidental selection variable in the applicant group was used for
each selected group except the first since at least two points are needed to
fit a straight line. The corrected correlation coefficients for each selected

group were obtained by using (4); the values are given in Tables 17 and 18.

Stmnnary

The results of this study strongly suggest that corrections for restriction

of range are unsatisfactory even for moderate degrees of selection. Initial
attempts to develop more sensitive techniques by relaxing the homoscedasticity

assumption were not successful but further developments along these lines are
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possible. A more promising approach would involve transforming variebles,
particularly the criterion variable, so as to achieve the required linearity
and homoscedasticity.

Reference

Rydberg, S. (1963). Bias in Prediction. Stockholm: Almgvist and Wiksell.
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Table 1
Means and Standard Deviations for PSAT and AIM Scales

Scale Mean SD
‘ PSAT
Verbal 36.C 11.2
, Quantitative 38.1 11.3
| ATy
| English 16.0 8.5
‘ Music 15.0 8.9
Social Sciences 17.0 9.1
;* Mathematics 4.8 9.8
' Physical Sciences 15.6 9.9
; Engineering 16.5 9.8
{E Home Economics 19.2 9.3
Fine Arts 17.3 8.4
Biological Sciences 16.4 8.5
‘E Secretarial 1.4 8.6
: Foreign Langusges 17.9 10.3
Executive 18.4 7.7
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Table 2

Univariate Distributions for PSAT Scales

PSAT-Q

PSAT-V

C-Pct.

Freq.

C-Pct.

Freq.

Score
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PSAT-V
Freq. Pet
67 0.h4
86 0.5
90 0.5
43 0.3
ko 0.2
31 0.2
33 0.2
k2 0.2
19 0.1
h11 0.1
11 0.1
15 0.1
6 0.0
L 0.0
1 0.0
2 0.0
7 0.0
0 0.0
0 0.0
1 0.0
0 0.0
Mean

SD
Coef. Skewness
Coef. Kurtosis
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-18-

Table 2 (continued)
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PSAT-Q
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Table 3

Univariste Distributions for AIM Scales

English
Freq. Pect. C

280 1.6 1.6
238 1.k 3.0
371 2.2 5.2
% 2.0 7.2
469 2.8 10.0
462 2.7 12.7
499 2.9 5.7
524 3.1 18.7
577 3.4 22.1
590 3.5 25.6
648 3.8 29.4
624 3.7 33.1
664 3.9 37.0
667 3.9 40.9
666 3.9 448
692 4,1 18.9
698 b1 53.0
650 3.8 56.8
651 3.8 60.7
611 3.6 64,3
642 3.8 68.0
568 3.3  TL.hk
583 5.4 4.8
507 3.0 T7.8
493 2.9 80.7
463 2.7 83.h4
509 3.0 86.%
L5 2.6  89.0
428 2.5 91.5
352 2.1  93.6
372 2.2 95.8
273 1.6  97.h
L2 2.6  100.0
Mean 15.99
SD 8.46

Coef. Skewness .06
Coef. Kurtosis -.9k

¥
&

Music

Freq. Pct. C-Pct.

510
339
5h1
hak
592
506
635
571
578
602
685
648
708
653
642
506
657
572
610
517
565
1485
466
W
450
570
291
338
381
300
380
312
540
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Mean 14.97
SD 8.89
Coef'. Skewness .20
Coef. Kurtosis -.96
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Table 3 (Continued)

Social Science Math
Freq. Pet C-Pct. Freq. Pct. C-Pct.
34k 2.0 2.0 673 4.0 4.0
287 1.7 3.7 470 2.8 6.7
343 2.0 5.7 756 L.h 11.2
383 2.3 8.0 556 3.3 1k .k
436 2.6 10.5 750 b4 18.9
L5k 2.7 13.2 597 3.5 22.4
L7 2.6 15.8 661 3.9 26.3
450 2.6 18.5 583 3.4 29.7
470 2.8 21.3 661 3.9 33.6
487 2.9 2h,1 521 3.1 36.6
535 3.1 7.3 569 3.3 40.0
534 3.1 30.4 463 2.7 h2,7
568 3.3 33.8 540 3.2 45.9
516 3.0 36.8 €01 2.9 48.8
643 3.8 40.6 sl 3.2 52.0
700 4,1 4, T LT7 2.8 54.8
680 4,0 L8.7 512 3.0 57.8
64T 3.8 52.5 508 3.0 60.8
667 3.9 56.4 472 2.8 63.6
565 3.3 59.7 477 2.8 66.4
581 3.4 63.2 396 2.3 68.7
543 3.2 66.3 L35 2.6 71.3
532 3.1 69.5 392 2.3 73.6
L84 2.8 72.3 Lok 2.4 76.0
LT3 2.8 75.1 413 2.k 78.4
h19 2.5 7.6 382 2.2 80.6
489 2.9 80.4 381 2.2 82.9
482 2.8 83.3 390 2.3 85.2
504 3.0 86.2 443 2.6 87.8
L66 2.7 89.0 bk 2.k 90.2
590 3.5 92.5 519 3.1 93.3
556 3.3 95.7 450 2.6 95.9
726 4,3 100.0 694 4,1 100.0
Mean 16.95 Mean 14,80
SD 9.06 SD 9.76
Coef. Skewness -.Oh Coef. Skewness .22

Coef. Kurtosis =1.0k Coef. Kurtosis ~-1.18

LIS
M,_M 2 ae

L

b

P
sy e o

3 g t 2"2‘

P

AT B n PR T~



R

A B e T AT

-

e

PR

Score

OO0 FwhEe o

-P2] =

Table 3 (Continued)

Home Economics

Treq.

276
228
332
281
369
300
392
341
34k
374
383
371
Lh3
458
505
561
614
596
587
515
519
465
450
495
562
542
617
588
801
646
991
872
1145

Mean
SD

Coef. Skewness ~-.3h4
Coef. Kurtosis -~1.03
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Fine Arts

C-Pct. Freq. Pect.

173
197
261
310
359
349
425
451
488
470
629
577
633
620
611
627
683
632
704
611
699
642
6lk
577
592
549
569
523
473
453
498
426
546
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19.20 Mean

9.34 SD

Coef. Skewness
Coef, Kurtosis

C-Pct.
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17.33
8.45
~.08
-.95
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Table 3 (Continued)

Physical Science

Freq. Pet. C-Pct.

899 5.3 5.3
554 3.3 8.5
593 3.5 12.0
466 2.7 14.8
531 3.1 17.9
4hs 2.6 20.5
527 3.1 23.6
456 2.7 26.3
506 3.0 29.3
479 2.8 32.1
501 2.9 35.0
498 2.9 38.0
509 3.0 41.0
Lé2 2.7 43.7
521 3.1 46,7
507 3.0 49.7
660 3.9 53.6
548 3.2 56.8
534 3.1 60.0
488 2.9 62.8
507 3.0 65.8
L61 2.7 68.5
447 2.6 T1.2
419 2.5 73.6
468 2.8 76.4
L4 2.4 78.8
L62 2.7 81.5
383 2.3 83.8
449 2.6 86.4
421 2.5 88.9
509 3.0 91.9
501 2.9 94.8
876 5.2 100.0
Mean 15.61
SD 9.88

Coef. Skewness .06
Coef. Xurtosis -1.19

Engineering
Freq. Pct. C~Pct.
589 3.5 3.5
Lok 2.5 6.0
568 3.3 9.3
469 2.8 12.1
561 3.3 15.4
Lk 2.8 18.1
506 3.0 21.1
483 2.8 2k.0
502 3.0 26.9
Lhe 2.6 29.5
465 2.7 32.3
L6k 2.7 35.0
452 2.7 37.7
460 2.7 L0.4
500 2.9 43.3
463 2.7 46.0
535 3.1 49.2
510 3.0 52,2
587 3.5 55.6
Lol 2.9 58.5
505 3.0 61.5
Lsh 2.7 64 .2
507 3.0 67.2
460 2.7 69.9
499 2.9 72.8
476 2.8 75.6
490 2.9 78.5
50k 3.0 81.4
5Tk 3.4 84.8
kg2 2.9 87.7
625 3.7 91.4
575 3.k 9k.8
888 5.2 100.0
Mean 16,54
SD 9.85

Coef. Skewness -.0b
Coef. Kurtosis =1.24
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Table 3 (Continued)

Biological Sciences Secretarial

Score Freq. Pet. C-Pct. Freq. Pct. C-Pct.
0 236 1.k 1.k 80 0.5 0.5
1 242 1.4 2.8 108 0.6 1.1
2 338 2.0 4.8 204 1.2 2.3
3 354 2.1 6.9 219 1.3 3.6
L kg 2.6 9.5 234 1.4 5.0
5 451 2.7 12.2 280 1.6 6.6
6 495 2.9 15.1 338 2.0 8.6
7 476 2.8 17.9 348 2.0 10.7
8 537 3.2 21.0 413 2.k 13.1
9 Sl 3.2 24,2 431 2.5 15.6
10 581 3.4 27.7 469 2.8 18.%
11 €21 3.7 31.3 435 2.6 20.9
12 645 3.8 35.1 490 2.9 23.8
13 612 3.6 38.7 499 2.9 26.8
1k 684 4,0 ho,7 572 3.4 30.1
15 703 4,1 46.9 609 3.6 33.7
16 4T 4.k 51.3 ko 3.8 37.5
17 673 4.0 55.2 646 3.8 41.3
18 6h2 3.8 59.0 646 3.8 4s.1
19 595 3.5 62.5 622 3.7 48.7
20 641 3.8 66.3 673 4.0 52.7
el 572 3.4 69.6 580 3.k 56.1
22 573 3.4 73.0 625 3.7 59.8
23 509 3.0 76.0 546 3.2 63.0
2k 52k 3.1 79.1 573 3.4 66.3
25 486 2.9 1.9 562 3.3 69.7
26 515 3.0 85.0 591 3.5 73.1
27 Ty 2.6 87.6 610 3.6 76.7
28 b7s 2.8 90.4 652 3.8 80.6
29 410 2.4 92.8 690 L.1 84.6
30 409 2.h 95.2 896 5.3 89.9
31 347 2.0 97.2 820 4.8 oh.7
32 W7k 2.8 100.0 900 5.3 100.0
Mean 16.40 Mean 19.%0
SD 8.53 SD 8.56
Coef. Skewness 1.90 Coef. Skewness -.27

Coef. Kurtosis =~.96 Coef. Kurtosis =~.96
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Table 3 (Continued)

Foreign es

Freq. Pect. C-Pct.

459
513
467
558
503
611
612
59
578
1609
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Mean 17.85
SD 10.32
Coef. Skewness -.25
Coef., f{urtosis -1.19

Executive

a?]
0
ct

Freq. C-Pct.
102
68
168
139
230
232
336
351
436
486
512
512
575
572
679
630
T3
159
7T
781
812
683
719
T02
704
630
681
571
611
496
518
401
385
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Mean 1841
SD 7.7
Coef. Skewness =.21
Coef. Kurtosis =-.T78
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Table 5

Approximate Means and Standard Deviations for PSAT-V and PSAT-Q

PSAT-V
Interval
20-21
22-24
25-27
28-30
31-33
34-36
37-39
Lo-L2
43-45
46-48
49-51
52-54
55=57
58-60
61-63
64-66
67-69
T0-72
73-T5
76~78
79-80

PSAT-Q
Mean SD
27.1 4.3
28.4 4.9
30.1 6.0
32.3 7.0
3. T4
36.9 8.2
39.4 8.5
42,0 8.5
b 4 8.8
6.9 8.8
48.7 8.7
51.4 8.6
53.2 9.1
55.6 8.0
57.0 8.3
60.2 7.7
61.2 8.2
62.3 8.4
60.7 7.0
67.1 7.3
68.0  ~--

PSAT-Q
Interval
20-21
222k
25-27
28-30
31-33
34-36
37-39
Lo-k2
4345
46-48
49-51
52-5k
55-57
58-60
61-63
64~66
67-69
T0-72
73~75
T76~78
79-80

PSAT-V
Mean SD
24,5 k4.9
25.0 5.2
26.7 5.9
8.8 6.9
0.8 7.1
3.3 1.7
36.5 7.9
39.1 1.7
k1.1 8.2
L34 8.2
k5.3 8.7
46.8 8.6
k9.1 8.8
50.9 8.3
52.3 9.0
55.7 8.1
58.0 8.1
57.8 6.7
62.1 8.1
59.9 6.6
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Table T

PSAT-V and PSAT-Q Means and Standard Deviations for Grouped Data

PSAT-V

Interval
20-21
22-25
26~28
29~-34
35-37
38-h1
h2-ks
46-51
52-56
57-80

PSAT-Q
Mean SD
271.2 k.1
28.7 5.0
30.6 6.1
34,2 7.5
38.0 8.2
0.7 8.6
4.1 8.6
¥7.8 8.8
51..8 8.8
56.9 8.6

PSAT-Q
Interval
20~25
26-27
28-32
33-35
36-39
Lo-43
4448
4954
55-58
59-80

PSAT-V
Mean SD
25.6 5.1
26.9 5.7
29.4 6.8
33.3 7.5
36.0 8.3
39.7 8.6
h2.9 9.6
47.0 10.5
50.8 10.9
56.6 11.0
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Teble 8

Nemes and Number of Items for Each Scale in Army Classification Battery

. Scale Name Number of Items
Verbal Test 50

) Arithmetic Reasoning 40
Pattern Analysis 50
Mechanical Aptitude 45
Army Clerical Speed 110
Army Radio Code 150
Shop Mechanics Lo
Avtomotive Information ko
Electronics Information Lo
Classification Inventory 125
General Information Test 50

Y 25 AU AN e e B e e N A e, -~ NI R
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TR,

Scale Neme

Subtraction and Division Test

Tool Knowledge Test
Electronics Interest
Mechanical Interest
Clerical Interest

General Adjustment
Electronics Knowledge Test
Mechanical Principles
Methematical Knowledge Test
Science Knowledge Test
Pattern Analysis Test
Bio-Chem Information Test

Electronics Pictures Test

-30-

Table 9

Nemes and Nunber of Items for Each Scale in Army Differential MOS Battery

Number of Items

8

8 8 383 83 8 8 8 8 8 8

8 3
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Teble 10

Means, Standard Deviations and Actual Score Range for ACB

and Differential MOS Scales

Scale

ACB

Verbal Test

Arithmetic Reasoning
Pattern Anslysis
Mechenical Aptitude
Army Clericel Speed
Army Radio Code

Shop Mechanics
Automotive Information
Electronics Informetion
Classification Inventory
General Information

Differential MOS

Subtraction-~Division
Tool Knowledge
Electronics Interest
Mechanical Interest
Clerical Interest
General Ad justment
Electronics Knowledge
Mechanical Principles
Mathematical Knowledge
Science Knowledge
Pattern Analysis
Bio~Chem Information

Electronics Pictures

Mean

108.9
106.1
105.6
107.1
109.7

99.3
106.5
106.9
106.4
101.2
103.0

37.0
12.5
T.7
11.7
11.2
13.0
9.8
9.6
5.1
13.0
11.6
17.6
9.9

8D

18.6
18.8
20.3
17.0
17.2
27.0
17.2
18.7
18.8
19.1
16.9

14.8
4.0
3.9
3.8
3.1
3.1
3.7
3.6
4.1
5.4
4.0
5.9
h.2

Actual
Score Range

50-~152
50-160
57-155
40-160
50~150
50-150
39-15h
55-150
40-160
40-160
59-160

0-100
0-20
0-20
0-20
0-20
0-20
0-20
0-20
0-20
0-30
0-20
0-3C
0=-20
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ACB-V and ACB-A Means and Standard Deviations for Grouped Data

ACB~V
Interval
39-83
84-90
91-97
98-102
103-107
108-110
111-113
114-116
117-118
119-122
123-125
126-129
130-132
133-136
137~160

ACB~A
Mean SD
89.2 14.8
92.3 1%.5
95.6 15.5
98.6 15.6
102.7 15.8
1084 1k.9
107.6 15.4
109.5 14.8
111.9 14,7
113.2  13.7
116.2  15.0
117.0 14,5
120.6 14,3
12k, 7  13.9
128.5 144

~33~

Teble 12

ACB-A
Interval
39-80
81-88
89-9k
95-99
100-10k
105-106
107-108
109-112
113~11h%
115-117
118-120
121-125
126-129
130-134
135-160

ACB-V
Mean SD
92.4 14,8
€5.3 1h.b
97.5 15.7
101.7 16.0
105.2 15.5
106.0 15.6
109.% 15.8
111.5 1k.9
111.0 14.9
114.8  1k.2
117.3  14.3
121.3 13.2
123.2  13.3
126.3 12.h4

131.8

12.1



Selected Comparisons of Extrapolated Correlations with

Applicant Group Values for the PSAT-AIM Data

=34-

Table 13

with Selection Based on PSAT-V

Variable Correlation, Correlations in Selected Grouy Extrapolated Correlations
Correlated

with in Percent in Selected Group Percent in Selected Group
Selection| Applicant

Variable Group 10 3 50 70 90| 10 30 S50 70 90
PSAT-Q 5 .36 k9 .58 65 .73 | .66 .68 71 .73 .15
English .27 A1 .19 .2y g .28 .2k L300 .32 .33 .30
Music ki .02 .08 .11 .13 .13 |.o4 .14 .16 .16 .13
Soc. Sci. .22 A1 .17 .20 .23 .23 | .25 .28 .28 .28 .25
Math. .15 08 11 s s 16 a7 a7 19 .19 .7
Phy. Sci. ' L1k O7 0 Ay 16 17 .16 | .16 .23 .22 .21 LT
Engr. ! -.02 -.00 .00 .00 .00 -.01L }-.01 -.01 .01 .00 .01
H. Econ. ~.12 -13 -.12 -4 -.13 -.i1 |-.27 -.20 -.19 -.16 -.12
Fine Arts | .06 -0 .02 .02 .o .06 |-.09 .03 .03 .05 .06
Bio. Seci. .05 0L .o+ .or .or .Oo7T |.01 .01 .09 .08 .07
Secreter. -2k -15 -.23 -.2% .27 -.25 |-.31 -.36 -.33 .32 -.26
For. Lang. .22 10 .15 .18 .21 .22 | .22 .2h .oh .26 .ok
Exect. ~-.08 - - -.10 -.10 -.9 [-.20 -.15 -.14% -.12 -.09.
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Table 1k

Selected Comparisons of Extrapolated Correlations with

Applicant Group Values for the PSAT-AIM Data

with Selection Based on PSAT-V

Correlations in Selected Groug

Extrapolated Correlations

Cogrelations Correlation
st;fgfgnd Appiicant Percent in Selected Group | Percent in Selected Group
Group 10 3 5 70 9 | 10 30 50 70 90
English 11 -.17 -.08 .00 .06 .11 |-.01 -.19 .12 .1k .13
Music .05 -.10 -.05 -.01L .02 .03 |-.06 -.10 .05 .06 .05
Soc. Sci. .13 -0k .02 .01 .10 .13 |.10 -.08 .15 .i6 .15
Math. .38 do o 48 7 45 41 | 48 b9 b7 b5
Phy. Sci. .20 21 .22 2% 2 22 |25 18 .28 .g7 .23
Engr. ki A9 .17 .17 W15 .13 |15 .19 .15 Wb .12
H. Econ. -.19 -2 -.20 -.21 -.21 -.19 |[-.31 -.16 -.2% -.23 -.20
Fine Arts -.02 -19 -.12 -.08 -.06 -.05 |-.20 -.15 -.06 -.04 -.02
Bio. Sci. .05 .03 .05 .01 .0f .07 |.0% O .09 .09 .O7
Secretar. -2 -.05 -.16 -.21 -.24 -.24 -.20 -.06 -.29 -.29 -.25
For. Lang. k| -.08 -.02 .03 .01 .1 ; .05 -.10 .11 .13 .12
Exect. -.06 .05 -.01 -.05 -.06 -.06 .07 .O% -.09 -. -.07
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Table 15
Selected Comparisons of Extrapolated Correlations with Applicant

Group Values for the Army Data with Selection Based on ACB-V

Varisble Correlation | Correlations in Selected Group Extrapolated Correlations

Correlated in

Seﬁzltlion Applicant Percent in Selected Group Percent in Selected Group

Varisble Group 10 20 40 60 8 9| 10 2 Lk 60 8 90
ACB-A .60 A6 .27 38 47 55 .58 | k2 60 .64 .65 .65 .64
Pat. Anal. 4o 09 1% .23 .30 .37 Lo | .26 .36 43 46 46 45
Mech. Apt. 45 10 .16 .26 .33 ko 43 | .27 .39 .48 .50 .h9 .48
ACS .36 07 .10 .17 .24 .30 .33 ] .19 .25 .32 .37 .38 .38
Shop M .31 0L .06 .11 .18 .25 .28 | .o% .15 .22 .29 .32 .33
Auto Inf. .23 -.03 -.00 .03 .10 .16 .20 |-.09 -.0L .06 .16 .21 .23
EL Inf. 40 .08 .12 .20 .28 .35 .37 | .22 .30 .39 .43 .43 .42
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Table 16

Selected Comparisons of Extrapolated Correlations with Applicant

Group Velues for the Army Data with Selection Based on ACB-V

Correlstions in Selected Group

Extrapolated Correlations

Correlations | Correlation
petween | Appgll wont, |  Percent in Selected Group | Percent in Selected Group
Group 10 20 % 60 8 90 |10 20 kb 60 80 90
Pat. Anal. .51 B2 k5 46 49 .51 .51 47 .54 .51 .57 .56 .5k
Mech. Apt. 48 32 .37 .39 42 45 47 138 49 .53 .53 .52 .51
ACS 146 38 .39 .38 b1 WM 45 41 44 46 48 49 48
Shop M .32 Jd7 .21 .22 .26 .29 .30 |17 .25 .29 .33 .34 .34
Auto Inf. .26 A0 %k .16 .19 .22 .2% o6 .10 .16 .25 .26 .26
EL Inf. ko 2 .28 .30 .33 .36 .38 30 .38 k2 b 43 42
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Table 17
Comparison of Two New Correction Methods with

Standard Method Using PSAT Date

Percent in Selected Group
10 30 50 T0 g0
PSAT-Q
Applicent Group Correlation S5 S5 S5 1D JUTB
Standard Method 66 .8 71 T3 .75
New Method 1 8 .78 .17 .78 .75
New Method 2 By 72 15 7T W79
English
Applicant Group Correlation |-2f .2 .21 .21 .21
New Method 1 25 .29 .32 .33 .30
New Method 2 .21 .28 .51 .52 .29
Music
Applicant Group Correlation 1 .11 .11 .Az Al
tandard Method oy .1 16 .16 .13
New Method 1 O L1 16 .16 .13
New Method 2 O Lk 15 .16 .13
Soc. Seci.
Applicant Group Correlation 22 .22 22 22 22
Standard Method .25 .28 .88 .28 .25
New Method 1 .25 .28 .28 .28 .25
New Method 2 =3 R~/ A~ /A -/ A~ 1
Math
Applicent Group Correlation A5 .15 15 .15 .15
Standard Method 0 i (RO i O [ B e B I 4
New Method 1 X7 L7 .19 .19 L7
New Method 2 (.16 .17 A8 .19 .7
Phy. Sci.
Applicant Group Correlation 7 T s ' S §
Standard Method 16 .23 .22 .21 .7
New Method 1 .15 .22 .22 21 LT
New Method 2 15 .22 .22 .21 L7
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Table 17 (continued)

Engr.

Applicant Group Correlation
Stendard Method

New Method 1

New Method 2

H. Econ.

Applicant Group Correlation
Standard Method

New Method 1

New Method 2

Fine Arts

Applicant Group Correlation
Standard Method

New Method 1

New Method 2

Bio. Sei.

Applicant Group Correlation
Standard Method

New Method 1

New Method 2

Secretar.

Applicant Group Correlaticn
Standard Method

New Method 1

New Method 2

For. Lang.

Applicant Group Correlation
Standard Method

New Method 1

New Method 2

Exect.

Applicant Group Correlation
Standard Method

New Method 1

New Method 2

Percent in Selected Group

10 30 5 70 90
-.02 -.02 -.02 -.02 -.02
-.01 -.00L .01 .00 -.01
-.01 -.01 .01 .00 -.01

.00 -.0. .01 .00 -.01
-.12 -.12 -.12 -.12 -.12
..27] -.20 ~.19 -.16 -.12
.28 -.20 -.19 -.16 -.12
.27 -.20 -.19 -.16 -.12

.06 .c6 .06 .06 .06
.09 .03 .03 .05 .06
.09 .03 .03 .05 .06
-.09 .05 .03 .05 .06

.05 .05 .05 .05 .05

.00 .07 .09 .08 .07

.01 .07 .09 .08 .07

0L .07 .09 .08 .07
-2k -2 ok o4 - ok
-.31 -.36 -.33 -.32 -.26
-3 -.36 -.33 -.32 -.26
-.29 -.35 -.32 -.32 -.26

22 .22 22 22 .22

22 Lok ok 26 Lok

.20 .25 .24 25 .23

18 .22 .23 .25 .93
-.08 -. -.08 -.08 -.08
-.20 -.15 -.14 -.12 .09
-20 -.15 -.1b -.12 -.09
-.19 ~.15 -1 -.13 -.09
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Table 18
Comparison of Two New Correction Methods with

Standard Method Using Army Data

Percent in Selected Group
20 4 60 8 g0

ACB-A
Applicant Group Correlation .60 .60 .60 .60 .60
Standard Method 60 .64 .65 .65 .64
New Method 1 .58 .60 .58 .61 .63
New Method 2 S0 73 13 71 .68
Pat. Anal.
Applicant Group Correlation 4o k0 k0 4O b0
Standard Methed 36 43 46 46 45
New Method 1 S 5 R ¥ 2N . )
New Method 2 A7 .45 48 48 46
Mech. Apt.
Avplicant Group Correiation b5 k5 k5 b5 45
Standard Method .39 48 .50 b9 48
New Method 1 46 b9 48 48 .48
New Method 2 2 .55 .55 .52 .51

ACS
Applicant Group Correlation 36 .36 36 .36 .36

Standard Method .25 .32 .37 .38 .38
New Method L .28 .31 .34 .36 .37
New Method 2 26 .33 .38 .9 .39
Shop M
Applicant Group Correlation S W3 31 .31 .31
Standard Method A5 .22 .29 .32 .33
New Method 1 16 .2k .29 .32 .33
New Method 2 160 .23 .31 .3 3L
Auto. Inf.
Applicent Group Correlation 23 .23 .25 .25 .25
Standard Method -.01 .06 .15 .21 .23
New Method 1 -.02 .06 .16 .21 .23
New Method 2 -.02 .06 .16 .22 .23
El. Inf.
Applicant Group Correlation 10 Vo NP 'Yo RO (Yo BN o JEN [ ¢}
Standard Method 30 .39 430 43 4o
New Method 1 J1 ke 41 b2 k2

New Method 2 .35 Wk W8 47 45
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Table A

Univariate Distribution for ACB-V Scale

ACB-Verbal
Score Freq. Pct. C-Pct.

50 T2 0.3 c.2
51 0 0.0 ¢.3
52 0 0.0 0.3
. 53 0 0.0 0.3
54 0 0.0 0.3
55 25 0.1 0.h
. 56 3 0.0 0.5
57 2 0.0 0.5
58 0 0.0 0.5
59 0 0.0 0.5
60 31 0.1 0.6
61 0 0.0 0.6
62 19 0.1 0.7
63 0 0.0 0.7
6l 20 0.1 0.8
65 28 0.1 0.9
66 1 0.0 0.9
67 31 0.1 1.0
68 17 0.3 1.4
69 30 0.1 1.5
70 37 0.2 1.7
gl 119 0.5 2.2
T2 53 0.2 2.5
73 50 0.2 2.7
Th 128 0.6 3.3
75 50 0.2 3.5
76 59 0.3 3.8
7 119 0.5 4.3
78 65 0.3 4.6
19 13 0.3 L,¢
80 362 1.6 6.6
81 3 0.0 6.6
82 394 1.8 8.3
83 1 0.0 8.4
3k 409 1.8 10.2
85 110 0.5 10.7
86 259 1.2 11.9
87 134 0.6 12.5
- 88 609 2.7 15.2
89 5 0.0 15.2
. g0 694 3.1 18.4
91 155 0.7 9.1
92 65T 3.0 22.0
93 5 0.0 22.1
gk 507 2.3 2h,3
95 137 0.6 25.0
96 Th 0.3 25.3
97 859 3.9 29,2
98 257 1.2 30.3
99 200 0.9 31.2
5.2 36.4

100 11k9
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Score

101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
13k
135
136
137
138
139
140
141
1k2
1\,3
1hY
145

~ho-

Table A {Continued)

ACB-Verbel
Freq. Pet. C-Pct.
2 0.0 36.4
190 0.9 37.3
988 4.5 h1.7
5 ¢.0 41.8
256 1.2 k2.9
679 3.1 46.0
227 1.0 47.0
5 0.1 47.0
245 1.1 48.1
952 4.3 52.h4
308 1.4 53.8
142 0.6 54,4
302 1.4 55.8
1011 4.6 60.
151 0.7 61.0
387 1.7 62.8
301 1.4 6kh.1
833 3.8 67.9
Lk9 2.0 69.9
16 0.1 70.0
554 2.5 12.5
1kl 0.6 13.2
512 2.3 75.5
3 0.0 T5.5
733 3.3 78.8
716 3.2 82.0
8 0.0 82.0
4oT 1.8 83.9
2 0.0 83.9
1298 5.9 89.7
3 0.0 89.8
3 0.0 89.8
710 3.2 93.0
1 0.0 93.0
1 0.0 93.0
621 2.8 95.8
3 0.0 95.8
6 0.0 95.8
2 0.0 95.8
275 1.2 97.1
1 0.0 97.1
0 0.0 97.1
L 0.0 97.1
0 0.0 97.1
364 1.6 98.7
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Score

146
147
148
1k9
150
151
152

Mean
SD

Coef Skewness
Coef Kurtosis

P P I
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Table A (Continued)

ACB-Verbal
Freq. Pct. C-Pct.
1 0.0 98.7
1l 0.0 98.8
1l 0.0 98.8
0 0.0 98.8
1l 0.0 98.8
0 0.0 98.
276 1.2 100.0
108.89
18.61
-.14
"036
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Table B (Continued) E
W ACB-Arithmetic é
Cb Score Freq. Pct. C-Pct. "’j
91 303 1.4 22.8 b
) 92 2 0.3 23.1 |
93 882 4,0 27.1 i
ol 36 9.2 27.2 ;
. 95 245 1.1 28.3 ;
i 96 675 3.0 1.4 ;
3 97 366 1.7 33.0 ;
98 141 0.6 33.7 :
99 675 3.0 36.7
100 158 0.7 37.4 i
. 101 350 1.6 39.0
d 102 817 3.7 42,7
: 103 356 1.6 4k, 3 .
104 L 0.0 44,3
105 1110 5.0 49.3 ,
106 10 0.0 49 .4
2 107 573 2.6 51.9
108 197 3.6 55.5
109 9 0.0 55.6 ;
110 385 1.7 57.3 i
\ 111 463 2.1 59 .4 ;
; 112 341 1.5 60.9
113 9 0.0 61.0
11k 1012 4.6 65.5
115 174 0.8 66.3 ;
h 116 430 1.9 68.3
A 117 664 3.0 71.3
118 459 2.1 73.3 i
119 5 0.0 T3.4
120 976 b4 77.8
121 T 0.0 T7.8
122 415 1.9 79.7
123 150 0.7 80.3
124 9 0.0 80.4
125 697 3.1 83.5
126 487 2.2 85.7
- 127 384 1.7 87.4
128 10 0.0 87.5
129 37T 1.7 89.2
130 575 2.6 91.8
131 393 1.8 93.5
{
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Score

132
133
134
135
136
137
138
139
140
14
142
143
1kh
1h45
145
b7
148
149
150
151
152
153
15k
155
156
157
158
159
160

Mean
SD
Coef'.
Coef.
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Table B (Continued)

ACB-Arithmetic

Freq. Pet C-Pct.

0 0.0 93.5

3 0.0 93.6

312 1.4 95.0

3 0.0 95.0

294 1.1 96.1

2 0.0 96.1

188 0.8 97.0

1 0.0 97.0

3 0.0 97.0

207 0.9 97.9

0 0.0 97.9

153 0.7 98.6

1 0.0 98.6

3 0.0 98.6

119 0.5 99.2

1 0.0 g99.2

1l 0.0 99.2

T0 0.3 99.5

0 0.0 99.5

0 0.0 99.5

55 0.2 9.7

0 0.0 99.7

0 0.0 99.7

0 0.0 99.7

0 0.0 99.7

0 0.0 9.7

0 0.0 99.7

0 0.0 99.7

59 0.3 100.0
106.14
18.78
Skewness -,15
Kurtosis -.21
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